
Summarized Context 
Aware News



There are two kinds of 
news consumers.



wake up sid?



wake up sid? Woke Sid.



?

wake up sid? Woke Sid.



Polarization of news



Lack of context

chronology 
kya hai?



How can we combat bias and  
misrepresentation of news 
coupled with lack of 
awareness, to make 
information accessible?



wake up sid? Woke Sid.



Potential Applications

• Can be used in collaboration with platforms like Google News & InShorts

• Implemented as a Browser extension for ease of use

• Media Bias and Objectivity Detection

Potential Impact

• Regulation of media and news consumption

• Informed decision-making

• Increase in number of news readers



Literature Review



Sentiment Analysis

• Comparison of the classifier models CNN and 

NBC for sentiment analysis on English-

language tweets concerning the Turkey Crisis 

of 2018.

• CNN outperformed  NBC on various 

performance metrics.

• CNN: A Deep Learning algorithm.

• NBC: A simple probabilistic classifier based on 

the Bayes' theorem.

Neutral

Positive



Abstractive 
Summarization

• Feature-rich encoder captures important 

keywords better using linguistic features

• Switching generator-pointer handles 

rare/unseen words effectively

• Hierarchical attention captures document 

structure for long inputs

• Authors primarily used data from CNN and 

Daily Mail



Evaluation
Metrics

• ROUGE Score – Traditional Scoring method

• Alternative – G-Eval by OpenAI

• Uses LLMs and scoresheet-based prompt –

Slightly Biased towards AI generated content

• Survey people at Plaksha to get summary 

scores and opinions

• Draw comparisons with Human written 

summaries for better evaluation

G-Eval Correlation Score Comparison



Features Preprocessing



Global News 
Dataset

• Open Source - Kaggle

• 98,305 Articles – Scraped by authors

• Sentiment Labels – Positive, Negative and Neutral

• Relevant Columns – Title, Description, Article, 

Title Sentiment

• No Summaries provided



News Sources

Insights

• ETF Daily News - largest news source

• Most articles are financial news

• Indian news outlets – Times of India, 

Wired, Indian Express etc.



Title Sentiment

Insights

• Dataset is heavily biased towards 

neutral

• ETF Daily News – 90% Neutral

Digital Trends – 51% Positive



BBC News 
Dataset

• Open Source - Kaggle

• ~30,000 Articles – Updated Daily

• 5 Columns in total

• Relevant Columns – Title, link, description

• No Summaries or Sentiment



Labelling unlabeled data

• Self Training Classifier with 

Random Forest as Base Model

• 58K labeled samples → 80-20 split

• 78K unlabeled samples

• Accuracy Score → ~73%

• Not using for further training.



Web Scraping

What our scraper does:

• Fetches article content using NewsAPI endpoint with the 

provided URL.

• Scrapes article content from the webpage using 

BeautifulSoup with specified HTML tags.

• Reads CSV file with news article URLs into a pandas data 

frame.

• Iterates through the data frame rows, extracts article content 

with BeautifulSoup, and updates the data frame.



Gemini Summarization

Advantages

• Human-like linguistic capabilities for 

summarization

• Processing rate - 12 articles per minute

• Temperature – 0

• Top_k – 1

• Top_p – 1

• Max Output – 400 tokens



ML Methodology



Sentiment Analysis 
Model Architecture



Model Configuration

• 3 Convolutional Layers

• Kernel Sizes - 3, 4, and 5 (for each conv layer)

• Vocabulary Size - Number of unique tokens in the vocabulary

• Embedding Dimension – 100

• Dropout - 0.5

• Number of Classes - 3 (Positive, Negative, Neutral)

• Number of Channels - 100 (output channels in each conv layer)



Predicted: Positive, we believe: Positive

Predicted: Negative, we believe: Negative

Predicted: Neutral, we believe: Neutral

Predicted: Neutral, we believe: Positive

Model Outputs



Summarization 
Model Architecture



Model Configuration

• Hidden Layer Dimension – 256 

• Embedding Dimension – 300

• Vocab Size – 75,000 words

• Max Summary length – 100 words

• Teacher Forcing Ratio – 0.5

• Dropout – 0.5





Example Output

<unk> the ag ceasefire on been to the kong on been to a for the sell of the south india film india the the the the the of world 

audience of the effect the



okay, toh ab?



Summarization 
Model Architecture



Model Configuration

• Frozen Encoder Weights

• Max Encoding Sequence Length - 512

• Max Decoder Sequence Length – 128

• Max Generation Length – 40

• Learning Rate – 5e-5

• Gradient Clipping Threshold – 1.0

• Excluded bias, gamma, and beta terms 

Loshchilov & Hutter, 2017



Example Output

five of the top performing indian movies are based in the south including kGFs Chapter 2 and rRRs two films have been 

compared to other southbased bollywood films these movies have challenged the box office dominance and inspired a 

new appreciation of cinema in the indian context 



Challenges Faced

• Models were extremely computationally expensive to train.

• Retaining context over long text sequences proved to be difficult with limited resources

• Tensor Dimensionality issues due to library compatibility.

• Coordinating and integrating the multiple parallel decoder components during training and inference is complex.



Performance Metrics



Evaluating 
Sentiment Classifier

Neutral: 8,586  |  Negative: 1,827  |  Positive: 1,259

• Trained for 10 Epochs

• Accuracy: 83%
Precision: 83%

Recall: 83%

F1 Score: 83%

^Our model is a Kapil Dev fan



ROUGE was designed to evaluate the quality of machine-generated summaries 
by comparing them to reference summaries provided by humans.

Recall-Oriented Understudy for Gisting Evaluation

Lin, 2004

ROUGE-N

• Measures overlap of n-grams
between the candidate and the 

target text. 

• Used to evaluate the grammatical 

correctness and fluency of 

generated text.

ROUGE-L

• Measures the longest common 
subsequence (LCS) between the 

candidate & reference text. 

• Used to evaluate the semantic 

similarity and content coverage 

of generated text.

ROUGE Scores



how much of the reference summary
is the system summary capturing?

how much of the system summary 
was in fact relevant?

= 1.0 = 0.85

Recall & Precision



BERT by 
Khandelwal et al., 2019



F1-Score LSTM - 1 IBM SCAN Stanford 

ROUGE-1 0.33 0.24 0.48 0.37

ROUGE-2 0.03 0.09 0.23 0.16

ROUGE-L 0.2 0.2 0.38 0.34

ROUGE Model Comparison

Khandelwal, U., Clark, K., Jurafsky, D., & Kaiser, L. (2019). 



G-Eval Metric

• Coherence - 4/5

• Engagingness – 3/5

• Factual Consistency – 4/5

• Overall – 3.5/5
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thank you.


